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We conjecture that there is a causal relationship between convergent-extension motion, forming the primitive streak,
and an anterior-posterior asymmetry in multicellular finger-like protrusions observed at the edge (area opaca) of
the epiblast cell monolayer during chicken embryo gastrulation. To test this, we first reproduce existing work which
computationally simulates the finger instabilities seen in scratch assay “wound healing” experiments. Such simula-
tions model the motion of cell-centroids as particles moving under the influence of effective potentials which repre-
sent various key biological processes. We failed to directly answer our primary question regarding the influence of
convergent-extension but outline the necessary further work to do so. Source code is made available.

1 Introduction

Particle-based “N-body” computational simulation of
collective cell motion in tissues is a well established ap-
proach. There are two common flavours: simulating the
motion of cell-centroids, as in [4], and simulating the
motion of cell-vertices - the junctions formed between
adjacent cells [24]. There are also continuum models
[18] |10], which treat the cells as an active fluid. Here
we simulate the motion of cell-centroids, with effective
potentials modelling their finite size and membrane in-
teractions. We chose this as it is the simplest of the
three total possible approaches, though more compu-
tationally expensive than fluid models where the the
individual cell motion is in effect blurred.

Typical in-vitro experiments investigating collective
cell motion take a “wound healing” scratch assay ap-
proach [17] whereby strips of cells are removed from a
confluent cell monolayer and the motion of remaining
cells into the free space is studied. This is tradition-
ally done via razor or pipette-tip ablation [8]. However,
more recent experiments [14] make use of a stencil to
avoid causing cell damage (which releases cell contents
and distress signals) and investigate the purely mechan-
ical influence of a free edge on collective cell motion.
Madin-Darby Canine Kidney (MDCK) cells are a pop-
ular cell line for these experiments.

Since in-vitro scratch assays frequently display
“finger” formation, a substantial amount of work
has already been done to model this mathemati-
cally/computationally [4] [21] [17] [10]. This work is
based on Tarle et al. (2015) [21] which combines the
continuum model for boundary motion described in
Mark et al. (2010) [10] with the particle model for bulk
motion described in Sepulveda et al. (2013) [17] and
adds a novel force representing the action of an acto-
myosin “purse-string”.

However, we are not interested in the finger instabil-
ity per se. Rather we are interested in how the finger
instability which is seen at the outer boundary of the
area opaca in the gastrulating chicken embryo is coupled
with primitve streak formation. Live imaging experi-

ments of excised (but otherwise unperturbed) embyro
development show a distinct posterior-anterior asym-
metry in the fingering pattern. At the anterior edge,
we see longer wavelength, “smooth” fingering and on
the posterior edge we see shorter wavelength “spikey”
fingering. We conjecture that this polarity is driven by
the convergent-extension motion of cells as the primi-
tive streak forms (see figures . This is the question
we attempt to address.
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Figure 1: From Stern (1990) [20]. A schematic indi-
cating the two approximate-monolayers of cells present
at the time of primitive streak formation and the
convergent-extension motion involved: the hypoblast
(basal to the yolk and ventral to the eventual chick)
and the epiblast (from which all the mature chick cells
derive). It is in the epiblast that primitve streak for-
mation occurs and this is henceforth referred to as “the
cell monolayer” /“confluent cell monolayer”.

It is worth noting that others suggest the causality may
be in reverse [9] and earlier literature suggested that
there is little correspondence between the area opaca
and primitive streak formation [19]. However, it is fur-
ther worth noting that in reference [19], area opaca like
morphology is seen developing in the cells at the cut
edge — preventing us from definitively concluding that



primitive streak formation can succeed in the complete
absence of an area opaca.

Figure 2: From Michaut (2024) |12] showing primitive
streak formation in a quail embryo. This corresponds
to Eyal-Giladi and Kochav stages X-XIV in the chicken
17-

Figure 3: Still video frames from Rozbicki et al. (2015)
[15]. The top image shows cells in the bulk (area pellu-
cida) of a gastrulating chicken embryo and the bottom
image shows cells at the edge (area opaca). These are
to the same scale so that the apparent difference in cell
volume is indeed physical.

2 The model

Our mathematical model driving the formation of fin-
gers follows the work of Tarle et. al |21]. This differs
from some other models in that the “leader” cells at
the tips of fingers are not qualitatively distinct from
the other cells. However, the model does distinguish
between cells in the bulk and cells along the boundary
of the confluent monolayer. The model features four
key forces, derived from effective potentials:

1. Cell-cell interaction potential

2. Random noise (active walking, depends on cell den-
sity)



3. Vicsek interaction (active velocity alignment)
4. Contour (boundary) forces

(a) Passive bending force

(b) Outward force from lamellipodia in convex re-
gions

(¢) “Purse-string” force from acto-myosin in con-
cave regions

For numerical values of the constants used in these po-
tentials, see appendix [E]

2.1 Cell-Cell Interaction Potential

This is the pairwise, short-range force which acts
along the joining line between neighbouring cells. At
short distance, it is repulsive in order to represent the
“squishyness” of cells due to their finite size. It is worth
recalling that eukaryotic cells do not strictly have a fixed
volume as they can lose/gain water via many mecha-
nisms, including cytoskeletal changes. Rather, their de-
formation modulus (squishyness) represents a balance
of many competing processes.

At longer range, the potential is attractive, repre-
senting cell-cell adhesion. Beyond a certain limit, the
potential plateaus (or in practice the code disregards
it), representing detachment of the cells.

In the intermediate range, Sarkar et al. [16] have
identified the importance of a flat bottom. Without the
flat bottom and with low noise (low “temperature”), the
particles would settle into a local minimum in the high-
dimensional energy landscape — a glassy transition.
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We follow the potential described in Sepulveda et al.
[17], equation [I| where © is the Heaviside step function.
Unfortunately in the code we inherited a small mistake
introduced by Tarle (which itself is a correction of a
more substantial mistake in the potential described in
ref [21]). However, this still featured a repulsive core,
a relatively flat bottom, and an attractive longer-range
force. Since the cell-cell interaction potential has been
found to have little impact on the finger instability [17]
[10], our simulations are still representative of a more
accurate potential.

For future work, we would consider replacing the po-
tential described in equation [1| with that described in
equation [2| which actually possesses a hard core (see
figure . More generally we would recommend actu-
ally plotting whatever potential is used!
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Figure 4: We compare a hard-core interaction potential
with the gaussian-core interaction potential described in
Septlveda et al. (top) and likewise compare the derived
forces (bottom). The gaussian results in a short-range
repulsive force which peaks before eventually reducing
to zero. This is unphysical but acceptable so long as the
barrier is sufficiently high to prevent particles crossing
it. A compromise would be to raise an error if the par-
ticles get closer than the barrier.

2.2 Random Noise

The random noise represents cells’ tendency to explore
their environment in a random-walk [17]. The magni-
tude increases in regions of low cell density, matching
in-vitro observations. It resembles Brownian motion



but is in fact an active process. Mathematically, this
is modelled as a Orstein-Uhlenbeck system:

o(r) = oo + (o1 — 09) ( - p) (3)

Po
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Equation (3| adjusts the magnitude o of the noise de-
pending on cell density p. Equation[4 describes how the
direction 77 of the walk evolves in time ¢ with a delta-
correlated stochastic driving force {, in turn described
by equation[s] Equations[d]& [p]are well known to physi-
cists as the Langevin equation. Equation [6] shows how
we combine magnitude and direction to calculate the
force applied to the i’th particle.

Tarle [21] found that the density-dependent noise is
key for leader cells to recruit particles from the bulk into
the developing fingers. When noise is reduced or made
constant, Tarle observed that fingers tend to be wider
and shorter. Presumably by increasing random motion
in regions of low density, the cells can more rapidly dif-
fuse into free space opened by growing fingers.

2.3 Vicsek Interaction

This models cells’ tendency to reach a quorum regard-
ing their nett velocity. In the original paper by Vicsek
[22], cells are assumed to actively take on the average
velocity of their immediate neighbours. However, this
is slightly modified in Tarle/Sepilveda et al. [21] [17] so
that there is an effective force proportional to the dif-
ference between a cell’s current velocity and the average
velocity of its neighbours.

FVicsck = *Ofl_}’i + Z ﬁ({;’] - 61) (7)
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Equation[7]is the Vicsek-like force, described above. We
have also included a straightforward viscosity term, rep-
resentative of cell-cell adhesive shear forces and motion
through the extra-cellular fluid.

Tarle [21] observed that decreasing the magnitude of
the Vicsek interaction leads to decreasing finger widths,
eventually resulting in single-cell-wide “trains” of cells.
Since such trains are commonly found in metastasising
cancers, we propose that this indicates a potential drug
target: by selectively enhancing the cellular mechanisms
underlying the Vicsek interaction, one might reduce the
likelihood of metastasis in cancer patients.

2.4 Contour Forces

Whilst the other aspects of the model are biologically
relevant, it is the contour forces found at the bound-
ary of the confluent cell monolayer that really drive the

finger instability. This is not one but three different
forces, representing three distinct biological processes.
In all of these, H and H are defined by equations 8| and
[Orespectively, where 71 is the outward unit normal along
the boundary parameterised by distance s.
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2.4.1 Passive Bending Force

This reflects the fact that the boundary of the cell mono-
layer forms a one dimensional membrane. From the
Helfrich potential, Mark et al. [10] derive the force:

-
Fbcnding = —K% — 2H|H‘2H (10)
The first term in equation reminds us of the grad-
squared term found in diffusion equations. This acts as
an averaging term, attempting to smooth any changes
in value. However, the value it is trying to smooth is the
curvature (itself a second order derivative), as opposed
to the displacement of the membrane (zeroth order).
This acts to “inflate” sharp tips. Note that we have
followed Tarle [21] and removed a term which is linear
in H since this will be accounted for by the acto-myosin
force (equation [12)).
The second term in equation [10|is a positive feedback
term, which increases finger growth once started, but
does not drive the original instability [10].

2.4.2 Lamellipodia along Convex Boundary

This is the most essential part of the model to drive
finger development. Theoretically this is somewhat ob-
vious but linear perturbation analysis confirms this [10]
and Tarle [21] has also shown via numerical experiments
that it is indeed the main force driving the finger in-
stability. The fact that the force increases with in-
creasing curvature is key to finger formation. Indeed
experiments whereby the background outward force is
increased, so that the curvature-dependent gradient of
force is less steep, show that fingering is suppressed and
instead the boundary edge moves as a uniform front
that can propagate waves of acceleration into the bulk
[21] [10] [14].

0 H>0
Fiamellipodia = %|H| 0>H > *Hmax (11)

Fmax o S _Hmax

Equation is how we model the force on the
cells/particles due to the action of lamellipodia. In-vitro
scratch assay experiments show that they are most ac-
tive when the local curvature is convex [6], hence our



piecewise linear force which is 0 in concave regions and
increases linearly up to a maximum possible force in
convex regions. The force is directed outward, normal
to the cell layer boundary, and thus acts as a positive-
feedback mechanism driving finger growth in response
to random perturbations.

2.4.3 Acto-Myosin along Concave Boundary

In-vitro experiments [11] [6] show that an inter-cellular,
tensile, acto-myosin cable develops along concave seg-
ments of the cell-layer boundary. This produces a
“purse-string” like effect and a resultant outward force.
We model this as a constant tension acting tangentially
along the boundary in concave regions (equation :

H<
Fcable = 0 - 0 (12)
FF H>0

3 Detecting Nearest-Neighbours

Both the cell-cell interaction potential and the Vicsek
force rely on correctly identifying the immediate (near-
est) neighbours of each cell. This is a non-trivial prob-
lem.

The algorithm used by Tarle et al. is described in ap-
pendix [B] For more details regarding Tarle’s algorithm,
see the Electronic Supplementary Materials (ESI) [21].
Also, see figure [o| for a visual guide to the cosine-rule
blocking criterion.

Figure 5: Cosine-rule neighbour-blocking criterion. We
check the candidate neighbours of the current vertex
(e) to see if one blocks the other. Angle « is suf-
ficiently small that the tentative-neighbour (x) does
not block the newest candidate-neighbour (+). In con-
trast angle (8 is large enough that we conclude the
new candidate-neighbour actually blocks the tentative-
neighbour, which should be removed from the neighbour
list of the current vertex.
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Figure 6: This is not quite the correct neighbour-
network but it does highlight a genuine feature of Tarle’s
neighbour algorithm: the pink and purple loops high-
light two crossed nearest-neighbour connections. This is
unphysical /not possible in a densely packed cell mono-
layer (eg the chicken epiblast).

This algorithm is perfectly acceptable when the cell den-
sity is low, so that they remain in a “gaseous” phase.
However, the cells in the gastrulating chicken embryo
are densely packed (see figure|3)) so that Tarle’s nearest-
neighbour detecting algorithm is not appropriate for
our investigation. The problem is that it allows near-
est neighbour interactions to cross each other, which is
not possible in a densely packed monolayer of cells. See
figure [6] for a sketch of the problem.

After discussing what the particle model is trying to
physically represent, it became clear that our nearest-
neighbour network should be dual to the outline of the
cell membranes (in a similar manner to the duality be-
tween the Brillouin zones and the Wigner-Seitz cells in
crystalline materials). Thus, what we really want is to
form a maximally connected planar graph between the
particles.

One way of forming a planar graph from a collec-
tion of points is to find the Delaunay triangulation. In-
deed, further literature review revealed this is a stan-
dard approach not only in tissue simulations [4] but also
in many other fields [2]. We implemented the popular
Bowyer-Watson algorithm (see appendix @[) which is
O(NIn(N)). The dual of the Delaunay triangulation is
the Voronoi diagram (see figure , which is widely used
in cell-vertex simulations of tissue motion [1] [3] [4].

More broadly, this problem falls under the title “ap-
proximate nearest-neighbour methods.” We are inves-
tigating another possible algorithm which is O(N) and
apparently novel, to be discussed in a separate text.



Figure 7: From Bourke (1989) . In black we have the
Delaunay triangulation. This is the neighbour network
we calculate, where the cell-centroids/particles are the
black vertices. In red we have the Voronoi diagram,
which is dual to the Delaunay triangulation and appears
visually similar to the epiblast cells seen in figure E}

4 The Coastline Problem

The curvature forces rely on identifying the boundary
or “coastline” of the cell monolayer. Famously, this is
an ill-defined concept so we must choose a sensible def-
inition and algorithm. For a description of Tarle’s algo-
rithm, see appendix [C]

An unforseen benefit of finding the Delaunay Trian-
gulation is that it defines a coastline for free. Namely,
those edges which are the boundary of only one triangle
(as opposed to a maximum of two) form the coastline,
along with their end particles. There are some artifacts
introduced by the supporting structure necessary for
the Bowyer-Watson algorithm, and these are discussed
in section [

5 Results
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Figure 8: Still frames taken from a simulation of cell
motion. The particles (cell-centroids) were initialised
in a noisey grid. The top image shows the cells tend
to bunch at the edge after some time, possibly due to
overcrowding in the bulk or simply diffusion limited by
attraction. The lower image shows orbit-like behaviour
as cells are slowly ejected. This is because the only part
of the model “switched-on” here is the cell-cell interac-
tion potential, with no viscosity etc, and we did not
implement detachment.
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Figure 9: This is another frame taken from the same
simulation as above. It shows the Delaunay triangula-
tion which determines neighbour interactions.

In figure [§] we see our preliminary results. Here we
only use the cell-cell interaction potential, as described
in equation None of the other three aspects of the
model are currently well validated in our code. In figure
|§| we see the Delaunay triangulation/nearest-neighbour
network.

As a result of only effecting the interaction poten-
tial, we see the simulation develop orbits. Notably, in
this simulation we did not implement a detachment dis-
tance, beyond which particles are not considered neigh-
bours, or viscosity. Hence, it behaves like a modified
gravity simulation.

Fractional Centre of Mass Displacement Over TIme
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Figure 10: The displacement of the centre of mass over
time is taken as a fraction of the initial location of the
centre of mass. This is because the initial location is
proportional to the size of the confluent layer so gives
us a way to make the displacement dimensionless.
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Figure 11: Here we quote raw numerical nett vorticity,
in zm?2 hour 2. The best way to make this dimension-
less would be to divide it by the sum of the moduli of
the particle vorticities at each timestep, so that we can
confirm opposing vorticities are cancelling, rather than
the number simply being numerically small.

We used a naive first-order Euler integration scheme.
Figures[10 & [TI]indicate that that nonetheless, the sim-
ulations preserve invariants to a high precision. By us-
ing Noether’s theorem, we can check what quantities
we expect to be conserved by the model. Two such
values are the centre of mass and the total angular
momentum. The total angular momentum is an espe-
cially important invariant in our investigation since the
convergent-extension motion introduces vorticity, but
Noether’s theorem tells us the nett vorticity ought to
remain null if there are no numerical errors.

6 Discussion

We have successfully implemented code for modelling
collective cell motion in densely packed tissue layers.
See the appendix [A] for code availability and appen-
dices [B] through [D] for pseudocode describing the key
algorithms.

Due to the short duration of the UROP (eight weeks)
compared with the time taken to produce the previous
work (approximately one year), we did not fully explore
the effect of all potentials. Nor did we address our pri-
mary question: is there a causal relationship between
convergent-extension and the anterior-posterior asym-
metry of finger instabilities observed during live imag-
ing of the gastrulating chicken embryo?

The simulations with only the interaction potential
“switched on” display orbit-like behaviour. Notably,
cell/particle density increases at the edge of the cell
monolayer until cells are ejected into orbits. We pos-
tulate that this is because initially, cells at the perime-
ter are under tension from the potential, while cells in
the bulk experience very little nett force and thus ex-



hibit fluid-like behaviour. For longer runs of the simu-
lation, we would expect the system to stabilise into a
much lower density fluid with substantial vorticity. If we
were to “turn-on” detachment and no other parts of the
model, we would expect to instead see near total evap-
oration, with a much smaller number of cells/particles
remaining in a low-density fluid-like state. However,
neither of these two hypothesese have been tested.

7 Future work

There are a few pieces of further work needed to address
our primary question. These are:

e One-by-one “turn-on” and validate the other parts
of the model, including detachment, checking that
invariants are conserved

e Possibly implement a more sophisticated approach
to modify the coastline, removing artifacts from the
Bowyer-Watson algorithm

e Carry out a quantitative analysis of the posi-
tion/velocities of the simulated particles, and com-
pare results with the same analysis of in-vitro
scratch assays

e Model the convergent-extension motion which
forms the primitive streak during chicken embryo
gastrulation and investigate how this modifies fin-
ger instabilities at the cell-monolayer boundary

— Such work might include basic cell-cell sig-
nalling dynamics by storing a signal value per
cell, and modifying behaviour (including sig-
nal level) based on its neighbour’s signal val-
ues

It is physically obvious that quantities such as total
energy and momentum will not be preserved once we
turn-on dissipative effects such as viscosity and active
motion. However, this was not derived rigorously from
Neother’s theorem. If this were pursued, it would be
worth drawing comparisons with the non-relativistic
electromagnetic lagrangian, which does preserve total
energy and momentum (only once the EM field-energy
is included) yet also contains a linear velocity term.

8 Conclusions

We have successfully implemented code for modelling
collective cell motion in densely packed tissue layers.
Whilst our primary question: “is there a causal rela-
tionship between convergent-extension and the anterior-
posterior asymmetry of finger instabilities observed dur-
ing live imaging of the gastrulating chicken embryo?”
remains unanswered, we have outlined the additional
work necessary to investigate this. Very minimal addi-
tional code is needed for further work but substantial
experimentation and analysis would be necessary.
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A Code Availability

Any readers desiring a copy of the source code should email both harvey.john.williams2000@Qgmail.com and har-
vey. williams562Q@gmail. com.

The simulation code was written in Go, as it is a relatively fast |13], minimal, compiled programming language
with similar syntax to the C family but, unlike the C family, features automatic memory management (“garbage-
collection”). Previous work was written in Julia, which has some serious flaws as a programming language [23].
Plotting and analysis code was written in Python and takes an order of magnitude longer to run than the actual
simulation, vindicating our choice to use Go.

The biggest “gotcha” using Go is that every assignment operation copies by value. A for loop over a list of objects
will return a copy of the corresponding object at each step, unless pointers are explicitly used.

B Tarle’s Nearest-Neighbour Algorithm

Algorithm 1: Tarle’s Nearest-Neighbour Algorithm

Input: Vertex List
Side-Effect: Update All Vertex Nearest Neighbours

foreach current vertex € vertex list do

List all of current vertex’s neighbours from the previous timestep and all of their previous neighbours.
These are candidate neighbours;

Initialise tentative-neighbour list ; // this will always remain sorted by increasing angle E|

foreach candidate-neighbour € candidate-neighbour list do

Immediately discard if it is beyond some threshold distance from current vertex;

Find the first tentative-neighbour at a greater angle than the candidate-neighbour;

Use the cosine rule to calculate the larger internal angle of OAB or OBA, where O is the current
vertex, A is the tentative-neighbour and B is the candidate neighbour;

If the internal angle inferred from the cosine rule is too large, this tells us the closer of A or B blocks
the other from being a neighbour to the current vertex;

Ensure that the correct combination of A and/or B is in the appropriate place in the
tentative-neighbours list (based on whether there is blocking or not);

If in the previous step, we replaced the tentative-neighbour with the candidate-neighbour, we must also
compare the candidate-neighbour with the next greater-angle tentative-neighbour;

Repeat the previous steps in the opposite direction, making comparison with the first smaller-angle
tentative-neighbour;

end

Once all appropriate comparisons, insertions and replacements are made, we now have a sorted
tentative-neighbour list;

Replace the current vertex’s neighbour list with the tentative-neighbour list as these are now all confirmed
valid neighbours;

end

%by angle, we mean the angle from the positive x-axis, centred on the current vertex
Note that Tarle’s Nearest-Neighbour Algorithm could be greatly simplified by pre-sorting the list of candidates in
order of angle. With this modification, one would only need to check the candidate-neighbour against the last-added
tentative-neighbour, replacing or appending as appropriate, with no need to check against any other previously added
candidates (even in the case of replacement) or to check again “in the other direction”. Both the original and the
modified version of Tarle’s algorithm are O(N), since the number of candidate neighbours per particle remains fixed
as the number of particles (V) increases.

For a visualisation of the cosine-rule blocking criterion, see figure [5|in the main text.

10



C Tarle’s Coastline Algorithm

Algorithm 2: Tarle’s Coastline Algorithm

Input: Vertex List
Output: Coastline List

Select the vertex with the greatest x-coordinate (or any from a set of equal x-coordinates) and add it to the
coastline list;

Select the first of its neighbours (which is sorted by increasing angle from the positive x-axis centred on the
current vertex);

Add this neighbour to the coastline list;

Select the first of this neighbour’s neighbours that is clockwise from the joining line in the last section of the
coastline ;

Add this neighbour to the coastline list;

Repeat the above two steps until we return to the starting vertex;

Note that in the code she kindly shared with us, Tarle considers edge cases such as “palindromes” in the coastline list
caused by following single-cell wide fingers and she also includes some smoothing criteria to approximate the convex
hull of the (confluent) vertices. Furthermore there is code to detect islands of cells or individual cells which have
detached from the main bulk.

D Bowyer-Watson Algorithm

This is used to find the nearest-neighbour network. See the pseudocode below for a description of the algorithm. An
actual implementation should use sensible data-structures (not necessarily plain lists).

Algorithm 3: Bowyer-Watson Algorithm

Input: Vertex List
Output: Triangles List
Side-Effect: Update All Vertex Nearest Neighbours

Initialise the triangles list;
Initialise a “supertriangle” which surrounds all the vertices in the vertex list;
Append the supertriangle vertices to the vertex list;
Append the supertriangle to the triangles list;
foreach current vertex € vertex list do
Initialise bad-edge list;
foreach current triangle € triangle list do
Calculate current triangle’s circumcentre and circumradius;
if current vertex lies inside current triangle’s circumcircle then
Add the three triangle edges to the bad-edge list;
Remove the current triangle from the triangles list;
end
end
Remove all doubly-added edges in the bad-edge list;
Add to the triangle list all triangles formed between the current vertex and the singly-added bad edges,
which form an enclosing polygon around the current vertex;

end
Remove any triangles from the triangle list that are formed using any supertriangle vertex;
Remove the supertriangle vertices from the vertex list;

Nota Bene: Any time an edge is created, the bounding vertices should have each other added as nearest
neighbours. Likewise any deletions should have the bounding vertices delete the corresponding nearest
neighbour entries
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E Numerical Values

The numerical values of constants used in our model. These are taken from Tarle et al. and Sepilveda et al. Since
the potentials are effective, we set the mass to be non-dimensional so that force is described in units of acceleration.

Variable Description Value
— Maximum nearest neighbor distance 70 pm
U Short-range repulsion magnitude | 2400 pm?h=2
Ap Range of short-range repulsion 8 pm
U, Long-range attraction magnitude 2h?
Ay Beginning of long-range attraction 35 um

Table 1: Model parameters used in the simulation.
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